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1  Introduction
The rapid development of the Internet has played a prominent role in the emergence 
of the Internet of Things (IoT), a paradigm in which everyday objects are connected 
through information-sensing devices to facilitate information exchange. The IoT aims to 
connect diverse objects to the Internet, enabling them to interact with each other. This 
connectivity has given rise to various applications, such as smart homes, smart cities, 
and healthcare systems, where intelligent identification and management are realized.

IoT refers to a network of interrelated everyday devices fitted with processors 
and network cards that allow them to be controlled through web services or other 
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interfaces [1]. As with any widely adopted technology, IoT has captured the interest 
of cyber attackers who seek to take advantage of its weaknesses using sophisticated 
hacking techniques, such as botnets. The absence of standardization in IoT systems 
and the proliferation of inexpensive, lightweight, and energy-efficient devices have 
further exacerbated security challenges [2]. One particular way that criminals have 
exploited IoT networks is through the spread of botnet malware, which is capable of 
launching devastating Distributed Denial of Service (DDoS) attacks, reaching speeds 
of up to 1.1 TBps [1, 3].

The need for reliable and efficient intrusion detection has highlighted the importance 
of using automated systems. One such system is an Intrusion Detection System (IDS) [4], 
which aims to quickly and precisely examine network traffic to detect possible threats. 
An IDS has emerged as an important application of machine learning (ML) research 
on new data networks [5–7]. However, IDS faces significant challenges in terms of pre-
diction due to the nature of the datasets it handles, which are often large, noisy, and 
unbalanced. An IDS algorithm is trained on a dataset encompassing captured network 
characteristics and their corresponding labels. This dataset is an essential component 
for training traditional ML models within a supervised learning framework. Nonethe-
less, a different approach is used when training a deep reinforcement learning (DRL) 
algorithm [8], where the training process revolves around the interaction between an 
agent and its environment. The agent interacts with the environment, where it receives 
actions, encounters new states, and gains rewards. [8]. The algorithm uses these inputs 
to improve the policy function of the agent, which plays a crucial role in the DRL frame-
work as it guides the agent in determining the optimal action to take according to the 
given state and reward while adhering to the Markov property [9]. The DRL framework 
aims to guarantee that the agent produces actions that effectively maximize the cumula-
tive rewards obtained from the environment during their interaction trajectory.

The application of DRL concepts to an IDS context involves establishing the follow-
ing analogies: The states in DRL can be compared to network traffic samples in the IDS 
context. Each network traffic sample represents a particular state in the IDS system. The 
actions in the DRL can be interpreted as label predictions made by the IDS algorithm. 
The IDS algorithm selects an action (prediction) according to the given state (traffic 
sample). The rewards in the DRL can be associated with the value representing the qual-
ity of the prediction made by the IDS. In this case, classification accuracy can be consid-
ered the reward value. A better prediction (higher accuracy) results in a higher reward.

Given the differences between the supervised learning framework commonly used in 
IDS and the DRL framework, the reinforcement learning (RL) model has to be adapted 
to the IDS problem. This adaptation entails using a dataset that contains pre-registered 
samples comprising network features and corresponding intrusion labels. The IDS learns 
from this dataset and makes predictions using RL techniques.

Recently, a groundbreaking algorithm named Adversarial Environment using Rein-
forcement Learning (AE-RL) was introduced [10]. It incorporates a simulated environ-
ment that provides network traffic samples and related rewards, with an agent that acts 
as a classifier and aims to forecast the proper intrusion target based on samples from the 
network supplied by the environment. The environment generates rewards, which can 
be positive or negative, based on the agent’s correct or incorrect predictions.
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The primary objective of the AE-RL algorithm is to increase the total sum of rewards dur-
ing training. A notable characteristic of the simulated environment is its random extraction 
of new samples from the pre-registered sample dataset. In addition, the environment itself 
is learned during the training process and acts adversarially opposite to the agent’s policy. 
In other words, the environment deliberately aims to reduce the rewards provided to the 
agent by raising the instances of incorrect predictions made by the classifier. This strategy 
forces the agent to learn from extremely challenging scenarios.

AE-RL is specifically designed to integrate supervised problems based on labeled data-
sets into a DRL framework. A major challenge for RL algorithms, especially when working 
with labeled datasets, is dataset unbalance. This problem is critical for all ML algorithms 
but particularly important for RL algorithms because they lack prior knowledge of the cor-
rect labels needed for weight adjustment and error minimization. RL algorithms learn by 
iterative trial and error, exploring state transitions. Consequently, when faced with a highly 
unbalanced data set, the algorithm has difficulty accurately classifying under-represented 
samples without overfitting the majority of the data.

Driven by the significant challenges posed by unbalanced datasets and exploration limita-
tions, AE-RL has emerged as a compelling solution. The AE-RL mainly aims to optimize 
the cumulative reward by achieving balanced training in the classification tasks. To this 
end, a smart environment is used to provide informative samples, following the explora-
tion–exploitation principle found in RL algorithms. This innovative sampling strategy facil-
itates balanced learning for infrequent samples. By overcoming the exploration challenges 
facing RL algorithms and effectively handling unbalanced datasets, AE-RL offers a promis-
ing approach to address these issues.

To our knowledge, there are currently no reports in the literature of intrusion detection 
systems for the IoT being explored based on the AE-RL concept. This study presents an 
innovative intrusion detection system designed specifically for IoT environments.

To assess the effectiveness of our proposal, we conducted tests on the BoT-IoT dataset, 
which includes a variety of IoT cyber-attack labels, such as denial of service (DoS), distrib-
uted denial of service (DDoS), data gathering, and data theft.

The present work’s key contributions can be summarized as follows:

•	 Introducing a distinctive classifier model specifically designed for network intrusion 
detection.

•	 Presenting a classifier characterized by speed, flexibility, and exceptional performance 
metrics for prediction.

•	 Pioneering the use of adversarial RL for IoT to address training bias associated with 
unbalanced datasets.

•	 Providing a comparative analysis of the results obtained from our proposal versus exist-
ing models.

2 � Related works
A large body of research in the literature investigated intrusion detection using various 
datasets. In what follows, we highlight studies on intrusion detection methods using 
ML, DL, and RL techniques. To provide a comprehensive overview, we categorize these 
methods according to their application to both traditional and IoT networks.
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2.1 � Traditional network approaches

A method for detecting DDoS attacks in traditional networks using an ensemble of 
classifiers was introduced [11]. The dataset was divided into several subsets, each 
independently processed by a series of classifiers. The results of each classifier were 
merged using a weighted majority voting approach, where distinct weights were 
assigned to each algorithm. The learning algorithm used in the classifier was back-
propagation. This method achieved 99.4% accuracy in classifying attacks on several 
publicly accessible datasets.

In [12], the authors presented a deep learning-based intrusion detection technique 
to counter attacks on the UNSW-NB 15 dataset [13]. The system comprises five 
layers, each containing ten neurons. The model was trained using a tenfold cross-
validation technique. Furthermore, the Gedeon feature ranking method was used to 
evaluate the significance of the features and identify the most influential ones. The 
results showed that the proposed method reached an accuracy of about 99% when 
applied to the chosen dataset.

In [14], a novel intrusion detection method was introduced to counter DoS attacks 
using the radial basis function as the neural networks’ initial layer, which enabled 
the mitigation of training bias and improved the weight optimization technique. The 
suggested method reached an accuracy of 99.69% when evaluated on UNSW-NB 15 
[13] and NSL KDD [15].

Furthermore, a comparable deep network architecture was introduced in [16], 
incorporating deep auto-encoder stacks for unsupervised feature learning and a ran-
dom forest model for instance classification. The proposed method was assessed via 
the NSL KDD dataset [15].

In the RL context, an intrusion detection method was developed using a multi-
agent architecture based on RL [17, 18]. Unlike the above works, their framework 
uses a hierarchical structure to identify anomalies, and the agent configuration is 
designed to be non-adversarial. To apply a look-up table, they discretized the state 
space. The results presented in their work are specific to their simulated network 
and cannot be directly compared to our findings.

Moreover, an actor-critical RL model incorporating temporal difference (TD) 
learning was proposed [19]. The model was specifically designed for classification 
tasks and used a fuzzy adaptive learning control network. It was evaluated using the 
well-known and simple Iris dataset.

In [20], an adversarial environment is described to create a classifier that delib-
erately induces errors by slightly modifying the training data. Next, the author of 
[21] investigated channel estimation and signal detection in nonlinear Orthogonal 
Frequency Division Multiplexing (OFDM) systems. The authors developed a pilot-
assisted channel estimator based on the theory of Bayesian posterior minimum 
mean square error (MMSE). They also implemented quadrature amplitude modu-
lation (QAM) signal detection using the principles of extrinsic expectation and 
extrinsic variance passing. The numerical results of the study confirmed the supe-
rior performance of the proposal, demonstrating its effectiveness with relatively low 
computational complexity.
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2.2 � IoT network approaches

In [22], the authors introduced a new approach that uses a DRL algorithm in conjunc-
tion with an unsupervised learning reward technique to build a pooled monitoring sys-
tem for IoT networks. This integration enhances network security and improves the 
predictive capabilities of the DRL agent, especially in adaptive environments.

Koroniotis et  al. [24] addressed the missing realistic IoT traffic in available datasets 
by establishing an IoT testbed and creating the BoT-IoT dataset. This dataset included 
instances of legitimate and simulated IoT traffic and numerous attacks. Malicious traffic 
was generated through attacks, such as DoS, DDoS, data gathering, and data theft. The 
authors developed a set of additional features by considering the joint entropy and cor-
relation coefficient of the fundamental features.

These newly generated features were then fed into three different algorithms: support 
vector machine (SVM) and two DL techniques on the basis of recurrent neural networks 
(RNN) to assess the detection accuracy of these algorithms. A total of 5% of the original 
dataset was used to assess the accuracy of the binary classifiers that distinguish between 
normal and attack traffic for each subcategory. The results showed good accuracy lev-
els. However, it is worth noting that the extracted dataset showed unbalanced classes, as 
certain attack categories had a significantly higher number of instances compared to the 
normal traffic class.

A novel scheme for distributed attack detection in IoT networks incorporating a 
fog computing layer was introduced [25]. This approach was based on a stacked auto-
encoder-based unsupervised DL methodology. In this scheme, the fog nodes played a 
critical role in the parallel training and updating of the models and parameters.

The stacked auto-encoder model underwent pre-training via unlabeled training data 
to extract meaningful features from the data. These latent features were subsequently 
used on the testing data for classification purposes. This method was evaluated using the 
NSL KDD dataset [15] consisting of 41 features. By comparing the performance of their 
DL model with that of a shallow learning model (one without pre-training), the authors 
demonstrated that the DL model achieved better detection accuracy.

An innovative method for detecting intrusions in IoT environments networks based 
on anomaly was introduced in [26] by developing a feed-forward deep neural network 
(DNN) integrating a deep belief network (DBN) whose layers were pre-trained through 
an unsupervised learning technique and subsequently used as hidden layers within the 
DNN. To prove the effectiveness of their model, the authors implemented an IoT testbed 
consisting of six sensors that simulated a smart home scenario.

They then collected the network traffic generated by this testbed for evaluation pur-
poses. The results revealed that the presented model reached high precision, recall, and 
F1 scores for various attacks compared to an existing intrusion detection method using 
inverse weight clustering.

In [27], the authors designed an intrusion detection approach using a DBN and incor-
porated the genetic algorithm to determine the optimal architecture for the DBN. To 
assess the performance of their scheme, they used the DARPA dataset [28] along with 
the NSL KDD dataset [15], which consists of various attacks, such as denial of service, 
root-to-local, user-to-root, and probe attacks. It is worth noting that these datasets 
do not contain specific traces of IoT traffic. The authors acknowledge that IoT devices 
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may be vulnerable to these attacks. Nevertheless, the absence of legitimate IoT traffic 
in the evaluation datasets leaves the effectiveness of their approach uncertain in the IoT 
context.

The method developed in [29] aims to detect DoS attacks on smart IoT sensors using 
average dependency estimators. A custom IoT testbed employing the Message Queu-
ing Telemetry Transport (MQTT) protocol was implemented and used to introduce DoS 
attack scenarios. The dataset was generated by considering various packet-level features. 
The authors adopted two estimators, namely the averaged one-dependency estimator 
(A1DE) and the averaged two-dependency estimator (A2DE), and evaluated their per-
formance against various classical ML algorithms. The results proved that the classifier 
outperformed other classification algorithms regarding accuracy in tests conducted on 
both the custom dataset and the BoT-IoT testbed [24].

Recently, a lightweight IDS that incorporates a new technique for data preprocess-
ing and uses both ML and DL classifiers has been proposed [30]. The study focused on 
developing lightweight IDSs specifically tailored to sense and alleviate DDoS attacks in 
IoT networks. Two datasets were used to conduct experiments that aim to evaluate the 
proposed approach: the BOT-IoT dataset and the TON-IoT network dataset. Both data-
sets included several DDoS attacks. Several experiments were performed on each data-
set, including the binary attack labels classification: One experiment covered all attack 
types, while the other targeted DDoS attacks.

Although numerous research efforts have been dedicated to intrusion detection in IoT 
networks, mainly based on machine learning approaches, DRL has emerged as a promis-
ing alternative. Unlike traditional methods, DRL allows autonomous agents to interact 
with their environment and make decisions without human intervention. In our study, 
we present an innovative approach to intrusion detection in IoT systems using an adver-
sarial RL algorithm known for its superior predictive capabilities. We evaluate the per-
formance of our proposed method using the Bot-IoT database.

3 � Proposed model for IoT intrusion detection
Figure 1 depicts the proposed approach for intrusion detection. The process comprises 
several essential steps, including data acquisition, data preprocessing, data modeling, 
and anomaly detection. A detailed description of each of these steps is provided below.

3.1 � Dataset description

The proposed intrusion detection model was evaluated using the BoT-IoT dataset pre-
sented in [24]. This dataset was chosen for several reasons:

•	 Real testbed deployment: The authors used a physical testbed consisting of virtual 
machines (VMs), simulated IoT sensors, and networking and security devices. This 
real-world setup adds authenticity to the dataset, making it more representative of 
real-world IoT environments.

•	 Simulated IoT traffic: The dataset includes legitimate traffic generated by simulated 
IoT devices. This traffic is designed to mimic the behavior of real IoT devices, pro-
viding a realistic representation of the communication patterns and data flows in a 
smart home scenario.
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•	 Realistic attack traffic: Along with legitimate traffic, the dataset contains various 
types of malicious traffic representing different attack scenarios. These attacks were 
specifically designed and executed within the testbed to ensure they capture the 
characteristics of real-world IoT attacks.

•	 Labeled data: The dataset provides labeled data, indicating which instances corre-
spond to legitimate traffic and which ones represent malicious activities. This labe-
ling enables supervised ML techniques to train and evaluate intrusion detection 
models.

The testbed includes five types of IoT devices: lights, thermostats, refrigerators, garage 
doors, and a weather station. These devices are connected to an IoT hub in the cloud by 
communicating with an MQTT broker that uses the MQTT protocol to publish data.

Four categories with ten subcategories of malicious traffic are generated in the dataset.
These categories include DoS/DDoS attacks over TCP/UDP/HTTP, probing attacks 

for data gathering (such as OS fingerprinting and port scanning), and data theft (includ-
ing data exfiltration and keylogging). For more information on the testbed setup and 
detailed statistics of the attacks, one could refer to [24].

Note that only 5% of the original dataset was extracted and used [24] due to the cum-
bersome nature of the generated dataset (Bot-IoT). The extracted 5% was divided into 
training and test sets, and the data were saved as Cascading Style Sheets (CSS) files, 
which are publicly available and contain around 3 million records. Table 1 shows the sta-
tistics of the Bot-IoT dataset. As can be seen in Table 1, there are fewer normal instances 
compared to attack instances. Figure  2 visually illustrates this unbalanced nature by 
showing intrusion classes’ frequency distribution (Normal, DDoS, DoS, Reconnaissance, 
and Theft).

3.2 � Data preprocessing

3.2.1 � Handling missing values

Dealing with missing values is among the first and most crucial stages in any data pre-
processing method. In this particular dataset, some protocols, such as address resolution 
protocol (ARP), resulted in missing (not applicable) values for the source and destination 

Input 
dataset Handling missing 

value

Handling 
categorical data

Data normalisation

Feature extraction

Data pre-processing
Data Modelling

Anomaly detection

• Normal
• DDoS
• DoS
• Reconnaissance
• Theft

Fig. 1  Proposed approach for IoT intrusion detection. The figure illustrates the approach that we proposed
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port numbers. To address this issue, these missing values were intentionally set to (− 1), 
an improper port number, to evaluate the dataset.

3.2.2 � Handling categorical data

The categorical feature values were converted to sequential numeric values to facilitate 
the application of statistical techniques. For example, the “state” attribute contains cat-
egorical values such as “RST”, “CON”, and “REQ”, which have been transformed into “1”, 
“2”, and “3”, respectively.

This numerical representation allows for easier processing and analysis by ML 
algorithms.

3.2.3 � Data normalization

Normalization was performed to scale the data within a certain range, such as [0, 1] 
while preserving the original data distribution. This crucial step facilitates the con-
vergence of statistical models and DL methods to attain their goals by overcoming 

Table 1  Statistics of the BOT-IOT dataset

Class Dataset

Training Testing Total

Normal 370 107 477

DDoS 1,541,315 385,309 1,926,624

DoS 1,320,148 330,112 1,650,260

Reconnaissance 72,919 18,163 91,082

Theft 65 14 79

Total 2,934,817 733,705 3,668,522

Fig. 2  Distribution of intrusion classes based on occurrence frequency. The figure illustrates the distribution 
rate of intrusions according to their frequency of appearance
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challenges posed by local optima. The min–max transformation was used to perform the 
normalization process using the following formula:

with x is the original value, xmin and xmax are, respectively, the minimum and maximum 
values from the original dataset. The variables a and b are the new minimum and maxi-
mum values, which define the range of interest. This transformation normalizes the data 
to the specified range. The relative relationships between the data points are preserved.

3.2.4 � Feature extraction

To ensure the effectiveness of the proposed model and avoid overfitting problems, it is 
recommended to include a feature selection step. In this regard, both correlation coef-
ficient and entropy have been used [24] to choose the most relevant features from the 
generated set. This feature selection process helps identify the features that contribute 
the most to the model’s predictive power while reducing the potential for overfitting. 
According to [24], an ideal feature for the data set is characterized by a high entropy 
value and a low correlation value, suggesting that the feature lacks any redundant infor-
mation shared with other features and is as independent as possible from other features. 
Based on these criteria and their analysis [24], the ten best features with the highest 
combined average correlation coefficient and joint entropy are listed in Table 2.

3.3 � Model description

In what follows, we describe an innovative approach called AE-RL, which uses a classi-
fier inspired by RL principles [9]: an agent receives information about the current state 
of the environment and takes action within that environment. This action ultimately 
results in a modification of the environment state. Then, the agent receives a reward 
from the environment, indicating the quality of the action with respect to a given goal.

Following [10], we used a simulation environment that generates states corresponding 
to random samples extracted from a labeled network intrusions dataset.

(1)xN = (x − xmin).
(b− a)

(xmax − xmin)
+ a

Table 2  Selected features and descriptions

Number Feature Description

1 seq Argus sequence number

2 stddev Standard deviation of aggregated records

3 NIC-SrcIP Number of inbound connections per source IP

4 min Minimum duration of aggregated records

5 state_number Numerical representation of feature state

6 mean Average duration of aggregated records

7 NIC_DstIP Number of inbound connections per destination IP

8 drate Destination-to-source packets per second

9 state Source-to-destination packets per second

10 max Maximum duration of aggregated records
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The agent aims to accurately classify these states by predicting the intrusion label 
based on the information obtained from the simulated environment. The environment 
assigns rewards based on the agent’s correct or incorrect predictions.

The previous modifications [10] result in a framework that allows the application of 
the known RL algorithm (Q-learning algorithm) [9] in classifying intrusions based on a 
dataset of prerecorded intrusion data.

The Q-learning algorithm operates by identifying the optimal Q-function for the 
agent. In this case, the agent represents the classifier. The Q-function calculates a value 
for each combination of state and action, representing the accumulated rewards for a 
given state when a given action is taken, considering the current policy. It may be com-
puted iteratively, as follows [9]:

where St is the present state, At represents the present action, At+1 is the succeeding 
action, Rt+1 is the succeeding reward value, α denotes the learning rate, and γ signifies 
the discount factor. The discount factor has a value near zero as the states do not corre-
late, and the algorithm need not retain information about previous states.

A fully connected neural network (NN), as described in [31], is used to approximate 
the Q-function. The present state, consisting of the extracted features from the labeled 
dataset, serves as the input to this NN. The NN output denotes the Q-function for the 
available action set. In [31], the Deep Q-Network (DQN) algorithm is described in 
detail, followed by the AE-RL algorithm. Instead of using the expression of Eq.  (2) to 
update the Q-function, the DQN model uses a related expression using a quadratic loss 

function: Rt+1 + γ max
A

Q(St+1, At+1)− Q(St , At)

2

.

However, to address the problem of dataset unbalance, the framework has been modi-
fied [10]. These modifications are designed to imbue the environment with an intelli-
gent action behavior that transcends the randomness associated with dataset sampling. 
Consequently, a novel model is introduced, which conducts a dynamic and intelligent 
re-sampling of the dataset throughout the training process. This updated approach aims 
to address the challenges posed by the unbalanced nature of the dataset.

In the novel approach described as AE-RL [10], an RL system incorporates a new agent 
into the existing environment. Deep Q-networks (DQN) are used to train the environ-
ment and the classifier agents concurrently.

The classifier agent functions as a classifier, while the environment agent functions like 
an attack selector for the subsequent training round. These two agents operate within an 
adversarial framework. The rewards originally given to the primary agent are transferred 
to the environmental agent. Consequently, the latter tries to influence the sample crea-
tion process to increase classification errors (reduces rewards) for the classifier agent, 
imposing the classifier to concentrate on handling more difficult illustrations.

The positive rewards for the main agent are changed to negative for the environ-
ment. This approach allows the environment agent to identify the classes where the 
main agent frequently experiences failure and increase the occurrence of samples 
from those classes with a certain probability. Two different Q-functions are used to 

(2)Q(St , At) ← Q(St , At)+ α

[

Rt+1 + γ max
A

Q(St+1, At+1)− Q(St , At)

]
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facilitate this process: Qc(s, a) optimizes the classifier, while Qe(s, a) optimizes the 
environment. The principle of evaluating the effectiveness of an action in a given state 
is the same for the two functions.

During the training process, a decreasing epsilon-greedy policy is used, where the 
exploration factor starts high and gradually decreases over episodes. Each episode, 
which can also be referred to as an epoch, includes the entire data set. Both the agent 
and the environment make action decisions based on their respective policies, with 
different lower bounds of epsilon for each case. To optimize detection performance, 
the classifier policy’s epsilon lower bound is set low. Conversely, the environment pol-
icy bounds are set as hyperparameters.

The training process [10] follows a specific sequence that is outlined below and 
specified in the pseudo-code of Table 3:

Table 3  AE-RL algorithm
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•	 The Q-functions of the agents (environment and classifier) are randomly reset. In 
addition, an initial state s0 is chosen randomly from the dataset, and action values 
are obtained for this state through the Q-function.

•	 The environment chooses an action aet according to its policy and the current 
state.

•	 The environment randomly chooses the current state (st) from the dataset. The 
action is the same as the one selected by the environment referred to as S

(

aet
)

 in 
Table 3, resulting in a feature-label pair 

(

st, aet
)

.
•	 The agent attempts to classify the state according to its policy and associate an 

action 
(

act
)

 , given the state chosen by the environment. This step is similar to a 
standard DQN algorithm.

•	 The action 
(

act
)

 representing the intrusion label is compared to the ground-truth 
label. If they match, the agent gets a positive reward; otherwise, the positive 
reward is assigned to the environment.

•	 The environment provides the new state (st+1) based on its action-value function 
and policy, as in a typical DQN algorithm, which results in the next feature and 
label pair 

(

st+1, aet+1

)

.
•	 The classifier and environment agents’ policy functions are adjusted following the 

DQN update rule using the obtained reward values and inferred next states.

These steps are repeated iteratively during the training process. The reward func-
tion used in this approach is a straightforward 1/0 reward scheme. A positive reward 
is associated with a value of + 1, while a negative one is associated with 0.

Table  3 shows the algorithmic steps that deviate from a typical DQN algorithm, 
highlighted with bold lines. These additional steps are designed to facilitate the train-
ing of the environmental agent using an adversarial strategy.

The AE-RL algorithm in its final implementation [10] incorporates three additional 
refinements than the simplified version presented in Table 3:

•	 Double Deep Q-Network (DDQN) variant: The AE-RL’s final algorithm is based 
on DDQN [32], an alternative of DQN that uses two networks for action selection 
(Classifier) and evaluation (Attacker). This modification enhances the decision-
making process.

•	 Huber Loss: The agents are trained using the Huber loss as their selected loss 
function. The Huber loss resembles a quadratic loss up to a specific threshold and 
behaves linearly above that point. The Huber loss is used to mitigate the risk of 
gradients exhibiting explosive behavior and to promote more stable training.

•	 Dual Epsilon-Greedy Strategies: Since the implementation involves two agents, 
each represented by a different neural network, two epsilon-greedy strategies are 
used, ensuring that both agents have their own exploration–exploitation trade-off 
approach to action selection.

In this work, we followed an approach similar to [10]: We initialized the two net-
works with a high epsilon value and gradually decreased it over the training process. 
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Specifically, the epsilon value of the environmental network was reduced to 0.99 and 
that of the classifier network to 0.01.

Figure  3 illustrates the components of the algorithm, highlighting the role of the 
environment, which acts as a pseudo-agent in an opposing manner to the classifier. 
The algorithm consists of two phases: training and prediction (Fig.  4). The diagram 

Agent
(Environment)

Agent
(Classifier)

RL Environment
Training dataset

1tr +

1ts +

te
a

te
s

ts

tc
r

tc
a

Fig. 3  Reinforcement Learning: Agent-Environment Interaction in an Intelligent System. The figure models 
the interaction of an agent with its environment according to the reinforcement learning approach

Fig. 4  Detailed AE-RL algorithm overview: Training and Prediction Phases. The figure shows an overview of 
our learning and prediction algorithm
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shows the ongoing process, where s0 denotes the initial circumstances. Moreover, the 
primary state is selected arbitrarily from the dataset. Only the trained classifier agent 
is used during the prediction stage. The environment and the classifier agents are 
constructed via neural networks, as illustrated in Fig. 5.

Regarding the neural network architecture used by the environment agent (attacker) 
and the classifier agent (defender), we conducted experiments with different layer 
configurations: based on the results, we finalized the architecture with a relatively 
shallow neural network. Specifically, the attacker agent used a 3-layer neural network, 
while the defender agent used a 5-layer neural network (Fig. 5).

The layers of the two networks consisted of 100 units each. This simplified architec-
ture reached efficient response times, while RL training effectively tuned the weights 
and biases for optimal performance. The parameter configurations used in our model 
are depicted in Table 4.

3.4 � Machine and deep learning analysis techniques

We used machine and deep learning models to evaluate the performance of Bot-IoT 
in training a classifier. The models used included support vector machine (SVM), 
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Fig. 5  Neural Network Architecture: Environment (Attacking Agent) on the Left Side, Classifier (Defending 
Agent) on the Right Side. The diagram provides an insight into the neural network architecture, showing the 
attacking agent’s environment on the left side and the defending agent’s classifier on the right side

Table 4  Parameter configuration used in our RL-AE model

Parameters Value

Classifier agent (defender) Environment 
agent 
(attacker)

Epsilon (exploration) 1 1

Min epsilon 0.01 0.99

Learning rate α 0.01 0.2

Discount factor γ 0.001 0.001

Hidden Layers 5 3

Hidden size 100 100
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Naïve Bayes (NB), logistic regression, artificial neural network (ANN), recurrent neu-
ral network (RNN), and long-short-term memory (LSTM).

SVM This model assumes that each data instance can be understood as a coordinate 
in an N-dimensional space, where N is the number of features. During training, it 
searches for a hyperplane that optimally divides the data into distinct groups (classes) 
and maximizes the margin. In our study, we used an SVM classifier with a linear ker-
nel [33].

Logistic Regression Logistic regression, expressed mathematically, is a model that pre-
dicts P(Y = 1) as a function of X . Typically associated with binary logistic regression 
involving data points of 0 or 1, which determine the outcome into two groups, it can also 
extend its application to handle multiple classifications for more than two desired out-
comes [34]. Within the Logistic Regression (LR) model, characterized by the parameter 
θ , we can derive the likelihood and log-likelihood of the data X , y.

h represents the hypothesis, x denotes the input feature vector, θ stands for Logistic 
Regression parameters, σ is the sigmoid function or threshold function, and r defines the 
threshold sigmoid function.

here, r corresponds to the term θTX from the previous equation (Eq. 3), and the result-
ing value falls within the range of 0 to 1 [26].

Naïve Bayes Naïve Bayes classification is a Bayesian classification technique using the 
Bayes theorem. Under the premise that the data is uniformly distributed, NB calculates 
the conditional probability of a class label given a data set. The Bayes theorem also pre-
sents a logical method for calculating this conditional probability under the assumption 
of feature independence, where each specific set is considered an independent feature of 
all other features in the data set. The Bayes theorem was formulated in [35] as:

P(u/V ) denotes the posterior probability of h if h is given. P(V /u) defines the prob-
ability of V  given u as the maximum likelihood. P(u) denotes the prior probability of 
hypothesis ’ u ’. P(V ) defines the probability of the training data used in the data frame 
(evidence). The Naive Bayes method used as a classifier in the above statement is consid-
ered a strategy consisting of a family of algorithms with the common principle that each 
pair of features to classify is autonomous.

Artificial Neural Networks (ANNs) Many trial-and-error iterations are required before 
a satisfactory model is obtained. Using the Dense class in Keras, the goal is to construct 
a Fully Connected Network, a structured forward neural network that transmits weight 
values from each neuron as output to the following layer after processing inputs from 
neurons in the previous layer [36]. The first argument for the dense layer is the neu-
ron. The activation argument facilitates the specification of the activation function. 
After defining the model, compilation becomes mandatory. TensorFlow was used in 

(3)hθ(x) = σ(θTX)

(4)σ(r) =
1

1+ e−r

(5)P(u/V ) =
P(V /u)P(u)

P(V )
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the experiments for the compilation of the general-purpose Artificial Neural Network 
(ANN) model.

RNN Integrates a memory component into its architecture [37]. The output of an 
RNN at each iteration is both dependent on the current input and the output of the hid-
den state from the previous iteration. What distinguishes RNNs from other neural net-
works is their dependence on both the current input and past outputs, making them 
well-suited for handling temporal data, a characteristic present in our dataset. Typical 
applications of RNNs include tasks, such as machine translation, speech recognition, 
and image description.

LSTM is a special type of recurrent neural network. It uses internal cells designed 
to maintain a form of memory, making LSTMs well-suited for identifying associations 
over significant temporal distances [38]. LSTMs address the shortcomings of traditional 
RNNs, such as the vanishing gradient and exploding gradient problems, by introducing 
a memory cell responsible for managing updates to the model’s memory. This enhance-
ment positions LSTMs as effective tools for capturing long-term dependencies in data.

4 � Results and discussion
This section compares the proposed (AE-RL) algorithm with several ML models on the 
BOT-IoT dataset. To ensure a comprehensive evaluation, we selected commonly used 
ML and DL models, including SVM, Naive Bayes, Logistic Regression, RNN, ANN, and 
LSTM. To evaluate the predictive performance of these models, we considered the met-
rics precision, accuracy, recall, and F1 score.

When dealing with multi-class classification problems, it is important to consider two 
approaches to presenting results: “aggregated” and “one vs. the rest”. The latter approach 
centers on individual classes separately, grouping the rest of the classes into a single 
substitute category, thus simplifying the task by converting the problem into a binary 
classification for each class. However, the aggregated results summarize of the overall 
performance across all classes. Several methods are available for aggregation, including 
micro, macro, sampling, and weighted averaging. These methods differ in how the aver-
aging process is performed. Here, to compute the aggregated F1 score, precision, and 
recall, we relied on the weighted averaging performed by Scikit-Learn.

Let us start with the multi-classification results. First, we aimed to examine how our 
proposal addressed the intrusion detection problem. Table  5 shows the performance 
results of an AE-RL algorithm using the One vs. the Rest approach for multi-classifica-
tion tasks. It is worth noting that the algorithm achieves high accuracy for most classes, 
especially for the Normal and Theft (0.9998 and 0.9992, respectively) classes.

Table 5  Multi-classification performance scores of the AE-RL algorithm: One versus The rest metrics

Class Accuracy F1-score Precision Recall

Normal 0.9998 0.5961 0.4246 1.0

DDoS 0.9459 0.9476 0.9643 0.9314

DoS 0.9473 0.9421 0.9305 0.9540

Reconnaissance 0.9931 0.8750 0.7938 0.9747

Theft 0.9992 0.0491 0.0251 1.0
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This finding indicates the successful classification of instances from these classes, 
which are minority classes in the dataset. “Reconnaissance” also shows a high accu-
racy of 0.9931. However, the “DDoS” and “DoS” classes have slightly lower accuracies 
of 0.9459 and 0.9473, respectively. The F1 scores provide valuable insight into the algo-
rithm’s efficiency regarding precision and recall for each class. The Normal class has a 
moderate F1 score of 0.5961, indicating a reasonable balance between precision and 
recall.

This result suggests that the algorithm achieved satisfactory accuracy in correctly clas-
sifying instances from the “Normal” class, taking into account both false positives and 
false negatives.

Moreover, the “Reconnaissance” class has a relatively high F1 score of 0.8750, indicat-
ing a good balance between precision and recall. The algorithm achieves accurate pre-
dictions for instances belonging to this class, with a strong compromise between false 
positives and false negatives. In contrast, the “DDoS” and “DoS” classes have higher F1 
scores of 0.9476 and 0.9421, respectively. These scores suggest a better balance between 
precision and recall for these classes, indicating the algorithm’s success in accurately 
classifying instances while minimizing both false positives and false negatives. However, 
the “Theft” class has a very low F1 score of 0.0491, indicating a significant imbalance 
between precision and recall. Further analysis and improvements may be needed to 
enhance the algorithm’s performance in the “Theft” class in particular.

In the following analysis, we compare the performance of our proposal with the multi-
layer perceptron (MLP) algorithm. Figure  6 provides the results obtained in terms of 
accuracy, F1-score, precision, recall, correctness, and false alarm probability.

As can be seen in Fig. 6, the proposed approach outperforms the MLP approach with 
higher accuracy (0.9427 vs. 0.8164), F1 score (0.9433 vs. 0.8050), precision (0.9448 vs. 
0.8250), recall (0.9427 vs. 0.8164), correctness (0.94 vs. 0.798), and lower false alarm 

Fig. 6  Comparison of performance metrics between the proposed and MLP models: The figure presents a 
comprehensive comparative analysis of performance metrics, including precision, accuracy, recall, F1-score, 
correctness, and false alarm probability, between the proposed model and the MLP (Multi-Layer Perceptron) 
model
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probability (0.055 vs. 0.175). These findings highlight the effectiveness of the proposed 
approach in accurately classifying instances and maintaining a good balance between 
precision and recall. Overall, the proposed model outperforms the MLP model in all 
evaluated metrics, indicating its superiority in classification performance.

The AE-RL model confusion matrix is depicted in Fig.  7a for the Bot-IoT dataset 
and the MLP algorithm (Fig.  7b) with a similar structure to the policy network in 
AE-RL. The results show that AE-RL achieves the lowest number of false negatives 
(0 for the “Normal” and “Theft” attacks). However, the MLP algorithm shows 100% 

 (a) 

(b) 
Fig. 7  Confusion matrix of AE-RL and MLP algorithms on the BoT-IoT dataset: a AE-RL, b ML. The figure 
illustrates the confusion matrix compares the AE-RL and MLP algorithms on the BoT-IoT and AE-RL and b ML 
bases
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false negatives for the “Theft” attack, representing an undesirable characteristic for 
a detection system. In this context, false negatives indicate an intrusion that went 
undetected or was classified as a different type of attack. In particular, the MLP mis-
classifies all instances of “Theft” as “DoS” attacks.

In contrast, AE-RL focuses on improving the classification of minority classes (less 
frequent classes). This improvement can be seen in Fig. 7, where AE-RL successfully 
reduces the number of false negatives for these less frequent classes. However, it is 
accompanied by a slightly higher false positive rate for the “DoS” class, with a value of 
0.01 compared to 0 for the MLP algorithm.

To prove the effectiveness of our proposal in binary classification, we compared our 
results with two recent studies on IoT intrusion detection based on the same dataset 
[24] and [30], focusing on two cases: Normal vs. All Attacks and Normal vs. DDoS 
Attacks. Table 6 shows the performance results of binary classification on the Bot-IoT 
dataset for the two specific cases.

As can be seen in Table 6, in the case of Normal vs. All Attacks, [24] achieves accu-
racies of 88.37% with SVM and 99.74% with RNN using 10-best features. Similarly, 
[30] achieves accuracies ranging from 88 to 98% using different classifiers and 20-best 
features.

However, our work outperforms these studies in both cases. Using the 10-best fea-
tures and the AE-RL algorithm, we achieved an accuracy of 99.98% for Normal vs. All 
Attacks, surpassing all previous approaches.

In contrast, while SVM, ANN, and LSTMs achieved higher accuracy (99, 95, and 
95%, respectively) compared to our AE-RL approach (94.59%) in IoT intrusion detec-
tion, it is essential to highlight the distinguishing characteristics of our approach. 
The autonomous interactions with the environment and real-time application capa-
bilities of our approach are crucial for effective IoT intrusion detection. Although our 
scheme’s accuracy may be slightly lower, these inherent strengths make our approach 
well-suited to address the dynamic nature of IoT systems and respond to potential 
intrusions promptly.

In short, the results reached by AE-RL can be summarized as follows:

Table 6  Binary classification performance results on the BOT-IOT dataset in two cases: Normal-All 
attacks and Normal-DDOS attacks

Ref and years Features Classifiers Accuracy

Case 1: normal-all 
attacks

Case 2: 
normal-DDoS 
attack

[24], 2020 10-best features SVM 88.37 –

RNN 99.74 –

[30], 2023 20-best features Linear SVM 88 99

Naïve Bayes 88 88

Logistic Regression 98 88

ANN 98 95

LSTM 98 95

This work 10-best features AE-RL 99.98 94.59
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•	 AE-RL achieves classification results equal to or better than state-of-the-art classi-
fiers.

•	 AE-RL is particularly effective in handling unbalanced datasets, as it is explicitly 
developed to diminish under-represented classes’ classification errors.

•	 AE-RL is especially valuable when the impact of false negatives can be substantial. 
False negatives are often found in classes that are less frequent because algorithms 
tend to prioritize achieving the uppermost overall prediction, often involving the 
increased prediction of the most frequent classes, thus more false negatives in the 
less frequent ones. This finding is particularly relevant in the context of intrusion 
detection issues, where some types of attacks may match less frequent classes.

5 � Conclusion
In the field of IoT security, the detection and mitigation of network attacks are crucial to 
monitor and control unwanted traffic flows. Numerous researchers have proposed ML 
models to spot and mitigate attack traffic in IoT networks. However, the unique char-
acteristics of intrusion detection in IoT networks necessitate exploring novel models 
capable of overcoming the challenges that IDS poses to ML algorithms. These challenges 
include handling unbalanced, noisy, and complex datasets subject to varying conditions.

This study introduced an innovative approach by integrating the RL framework into 
the IDS domain. RL algorithms have shown remarkable success in various fields, such as 
robotics, finance, video games, and business operations. This research aimed to extend 
the application of RL algorithms to IDS. The projected model, known as AE-RL, incor-
porates the advantages of both supervised and reinforcement learning frameworks to 
establish a simulation environment that conforms to RL principles.

The AE-RL model can interact with a dataset of network feature samples and their 
corresponding intrusion labels. By employing an optimized policy, it aimed to achieve 
superior classification results. Notably, an adversarial strategy was used as the under-
lying learning mechanism in this environment. This research represents a pioneering 
application of adversarial RL for IoT intrusion detection.

This paper presents several notable contributions. First, it introduces a novel archi-
tecture that combines supervised and adversarial RL models, offering a promising 
approach to address the challenges of prediction problems in demanding IoT networks. 
Our model proves exceptional predictive capabilities compared to the MLP algorithm, 
demonstrating its potential as an effective solution for intrusion detection. In addition, a 
comprehensive comparison with various ML models was conducted, providing valuable 
insights into their strengths and weaknesses in the context of IoT network security. Fur-
thermore, the adaptability of the proposed model to handle highly unbalanced datasets 
is highlighted, addressing a common problem in intrusion detection.

Several interesting avenues can be explored in future research. One potential ave-
nue is implementing a prioritized experience replay mechanism in the environment. 
This approach, inspired by prioritized experience replay techniques, would involve 
optimizing the prioritization of samples using an additional agent trained with RL 
algorithms. By prioritizing some samples based on their importance or relevance, the 
learning process could be further enhanced, leading to improved performance of the 
proposed model. Another important future step is to compare the proposed model 
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with several algorithms. This comparative analysis would allow a deeper understand-
ing of the strengths and weaknesses of the model as compared to existing approaches. 
In addition, applying the proposed model to other IoT datasets would help evaluate 
its performance in different contexts and scenarios, further validating its effectiveness 
and generalizability.

6 � Methods/experimental
In this paper, we introduce an innovative architecture that blends supervised and 
adversarial RL models, offering a compelling solution for prediction challenges in 
demanding IoT networks. Our model outperforms the MLP algorithm, showcasing its 
potential as an efficient intrusion detection tool. A thorough comparison with various 
ML models provides valuable insights into their strengths and weaknesses in IoT net-
work security. Furthermore, we highlight the proposed model’s adaptability to handle 
highly unbalanced datasets, addressing a common issue in intrusion detection. This 
research presents a comprehensive exploration of a novel approach with potential 
implications for strengthening IoT network security.
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